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Abstract

Extracting information from semi structured documents is difficult task. It is more crucial as there is a huge amount of digital information on the Internet is growing rapidly. Sometimes, documents are often so large that the data set returned as answer to a query may be large to even convey interpretable knowledge. This paper describes an approach which takes RSS feeds as input for which Tree-Based Association Rules (TARs): mined rules are used. It provides more approximate and intentional information on both the structure and the contents of Extensible Markup Language (XML) documents which can then be stored in XML format as well. This generated mined knowledge is later used to provide: 1) The gist of the structure and the content of the XML document and 2) Quick and more approximate answers to queries. This paper focuses on the second feature. In this paper we show a novel approach for finding frequent patterns in XML documents.

1. Introduction

The data over the internet is not structured. It is thus not very easy to store and parse the stored data using databases. The database research field has concentrated on the Extensible Markup Language (XML) [3] as a flexible hierarchical model suitable to represent huge amounts of data with no absolute and fixed schema, and a possibly irregular and incomplete structure. XML is used to represent huge amount of data without any absolute schema and structure. To retrieve information from XML document two techniques are used keyword search and query retrieval. Keyword search is used when we have to match exact desired word. Query retrieval is used whenever document is following certain schema but its availability of documents with schema is partially fulfilled. So when we search the desired query over document when we are unknown of the schema it fails. Unstructured document causes excess of information to be included in answer which is not essential and formulation of query becomes difficult. If at all your formulation of query goes wrong the resultant system will thus fail to give exact expected answer. Mining of XML documents is quite different from structured data mining and text mining. The structure of an XML document is indicated by element tags and their nesting. It allows the representation of semi-structured and hierarchal data containing the values of individual items and the relationships between data items. Mining of contents along with structure provides new means into the process of knowledge discovery.

2. Literature Survey

As for query-answering, since query languages for semi-structured data rely on the document structure to convey its semantics, in order for query formulation to be effective users need to know this structure in advance, which is often not the case. It is not obligatory for an XML document to have a defined schema: 50 percent of the documents on web do not have any defined schema [5]. When users specify queries without knowing the document structure, they may fail to retrieve information which was there, but under a different structure. This limitation is a crucial problem which did not emerge in the context of relational database management systems.

Frequent, dramatic outcomes of this situation are either the information overload problem, where too much data are included in the answer because the set of keywords specified for the search captures too many meanings, or the information deprivation problem, where either the use of inappropriate keywords, or the wrong formulation of the query,
helps investigation on more specific details. As a consequence, when accessing for the first time a large data set, gaining some general information about its main structural and semantic characteristics helps investigation on more specific details.

This paper addresses the need of getting the gist of the documents before querying it, both in terms of content and structure. Discover a recurrent pattern inside XML documents provides high-quality knowledge about the document content: frequent patterns are in fact intensional information about the data contained in the document itself; they specify the document in terms of a set of properties rather than by means of data [6]. As opposed to the detailed and precise information conveyed by the data, this information is partial and often approximate, but synthetic, and concerns both the document structure and its content. The basic concept is the need of ‘getting the gist’ of the document before querying it, both in terms of content and structure. Discovering recurrent patterns inside XML documents provides high-quality knowledge about the document content: frequent patterns are in fact intensional information about the data contained in the document itself; they specify the document in terms of a set of properties rather than by means of data.

2. Literature Survey

The problem of association rule mining was initially proposed and many implementations of the algorithms were developed in the database literature. Some methods use XQuery to extract association rules from simple XML documents. They propose a set of functions, written in XQuery, which implement the Apriori algorithm. Wan and Dobbie [2] show that their approach performs well on simple XML documents but it is very difficult to apply to complex XML documents with an irregular structure. This limitation is overcame by where Braga et al. [1], introduced a proposal to enrich XQuery with data mining and knowledge discovery capabilities, by introducing XMINE RULE, an operator for mining association rules for native XML documents. They formalize the syntax and semantics for the operator and propose some examples of complex association rules. However, XMINE is based on the MINE RULE operator, which works on relational data only. This means that, after a step of pruning of unnecessary information, the XML document is translated into the relational format.

Moreover, in many techniques, the designer is forced to specify the structure of the rule to be extracted and then to mine it, if possible. This means that the designer has to specify what should be contained in the body and head of the rule, i.e., the designer has to know the structure of the XML document in advance, and this is an unreasonable requirement when the document does not have a DTD. A document type definition (DTD) is a set of markup declarations that define a document type for an SGML-family markup language (SGML, XML and HTML).

A DTD uses a terse formal syntax that declares precisely which elements and references may appear where in the document of the particular type, and what the elements’ contents and attributes are. A DTD can also declare entities that may be used in the instance document, [6]. A Document Type Definition (DTD) defines the legal building blocks of an XML document. It defines the document structure with a list of legal elements and attributes. A DTD can be declared inline inside an XML document, or as an external reference.

Another limitation of these approaches is that the extracted rules have a fixed root, thus once the root node of the rules to mine has been fixed, only its descendants are analyzed. Our idea is to take a more general approach to the problem of extracting association rules, i.e., to mine all frequent rules, without any Apriori knowledge of the XML data set.[7]

The same idea was presented by J. Paik and H.Y. Youn introducing HoPS, [8], for extracting association rules in a set of XML documents called as XML association rules. Such rules are called XML association rules and are implications of the form X → Y, where X and Y are fragments of an XML document. The two trees X and Y have to be disjoint; moreover, both X and Y are embedded sub-trees of the XML documents which means that they do not always represent the actual structure of the data. Another proposal had a limitation that it does not consider the possibility to mine general association rules within a single XML data set; achieving this feature is one of our goals. The idea of using association rules as summarized representations of XML documents was also introduced where the XML summary is based on the extraction of rules both on the structure (schema patterns) and on content (instance patterns) of XML data sets. Similarly our idea is to mine starting from frequent subtrees of the tree-based representation of the XML documents. This helps in effectively answering user queries.[3]

In [4], Wan and Dobbie use XQuery [2] to extract association rules from simple XML documents. They propose a set of functions, written in XQuery, which implement the Apriori algorithm [1]. The existing system uses CMTreeMiner algorithm and expat.
library system for XML document parsing the C++ implementation for both ordered and unordered subtree extraction. DRYADEPARENT is currently the fastest tree mining algorithm and CMTreeMiner is the second with respect to efficiency. However, DRYADEPARENT extracts embedded sub-trees which are trees that maintain the ancestor relationship between nodes but do not distinguish, among the <ancestor, descendant> pairs, the <parent, child> ones.

Moreover, both [1] and [4] force the designer to specify the structure of the rule to be extracted and then to mine it, if possible.

3. Implementation Details

In particular, the idea of mining association rules [1] to provide summarized representations of XML documents has been investigated in many proposals either by using languages (e.g., XQuery [2]) and techniques developed in the XML context, or by implementing graph- or tree-based algorithms. This paper proposes to develop an application to mine frequently occurring subtrees from the generated XML data set by RSS Feed links of different newspaper links. Then storing them in another XML document. These rules are extracted only if support and confidence of nodes is greater than the provided threshold values. Then apply our Frequent Pattern Miner algorithm for XML.

The idea of using association rules as summarized representations of XML documents was also introduced in [4] where the XML summary is based on the extraction of rules both on the structure (schema patterns) and on content (instance patterns) of XML data sets. The limitations of this approach are: 1) the root of the rule is established a-priori and 2) the patterns, used to describe general properties of the schema applying to all instances, are not mined, but derived as an abstraction of similar instance patterns and are less precise and reliable.

A. Fundamental Concepts

The idea of the project basically revolves around the concept of Tree base Association rule. Mining tree-based association rules is a process composed of two steps:

1. Mining frequent subtrees from the XML document;
2. Computing interesting rules from the previously mined frequent subtrees.

Data in a XML document is stored in a tree like structure. So mining data from such a document is much difficult than is the case with traditional database. For conventional databases, association rule mining was firstly proposed and it came to be used in XML mining later. Association rules are used to describe the co-occurrence of data in a large size of collected information and are represented in the form X => Y implications, where X and Y are two arbitrary sets of data, such that X \( \cap \) Y = \( \emptyset \). The quality of an association rule is measured by help of support and confidence. Support refers to the frequency of the set X \( \cap \) Y in the dataset, while confidence corresponds to the conditional probability of finding Y, having found X and is given by supp(X) / supp(X).

Association rule [1] is an hint of the form A U B, where the rule A and B are subset of the set C of element in a set of transactions D and A \( \setminus \) B = \( \emptyset \). A rule X Y states that the transaction T that has the elements in A are likely to contain also the elements in B. Association rules are distinguished by two survey: the support, which gives the percentage of transactions present in D that contain both items A and B (A \( \cup \) B); the confidence, which calculates the percentage of transactions in D containing the element A that also contain the elements B (support (A \( \cup \) B)/support (B)). In XML context, both D and C are group of trees.

The important feature added to the system is the use of Natural Language Processing. modern Natural Language Processing techniques can make possible the use of natural language to (at least partially) express programming ideas, thus drastically increasing the accessibility of programming to non-expert users. Natural language processing can be seen to extract information required from a large database. There are lots of places where this technique is applied to get things we need faster.

In English, no word has more than a handful of inflectional forms. For instance, the verb walk has four forms: walk, walks, walking and walked. That is why traditional indexing programs designed for English have completely ignored morphology. On the other hand, most other European languages have more complex morphology. A Finnish word may appear in hundreds or thousands of different forms. At each word, your indexing program should store both the word itself and all possible base forms in the index. The base forms are usually stored in a separate field to enable both exact and morphological matches.

For instance, when the indexing program encounters the word thought, it should store thought in the exact-match field and the list (think, thought)
in the base form field. The retrieval program should work as follows:

1. Get a search term (base form), e.g. think or thought.
2. Find the records where one of the possible base forms matches the search term. For example, think matches the records think, thinks and thought, while thought matches thought and thoughts.

There are several main techniques used in analysing natural language processing. Some of them are listed below:

1. Pattern Matching
2. Syntactically driven Parsing
3. Semantic Grammars
4. Case frame instantiation

The proposed system uses the first technique i.e. pattern matching. The idea here is an approach to natural language processing is to interpret input utterances as a whole rather than building up their interpretation by combining the structure and meaning of words or other lower level constituents. That means the interpretations are obtained by matching patterns of words against the input utterance. For a deep level of analysis in pattern matching a large number of patterns are required even for a restricted domain.

The project works for RSS news links of multiple newspapers. RSS stands for "Really Simple Syndication". It is a way to easily distribute a list of headlines, update notices, and sometimes content to a wide number of people. It is used by computer programs that organize those headlines and notices for easy reading. RSS works by having the website author maintain a list of notifications on their website in a standard way. This list of notifications is called "RSS Feed". People who are interested in finding new RSS feeds of websites you care about on your behalf have been developed that automatically access the latest headlines or changes can check this list.

There are several main techniques used in analysing natural language processing. Some of them are listed below:

1. Pattern Matching
2. Syntactically driven Parsing
3. Semantic Grammars
4. Case frame instantiation

The algorithm for finding TAR is given below:

**Algorithm:** Extracting Tree Based Association Rules from XML Files

**Input:** RSS Feed Files $R_n$, Similarity Threshold $T_h$, Support $S$, Confidence $C$.

**Output:** XML Tree Based Association Rules

1. Read all $R_n$ by using XML Reader.
2. Extract Inner Element `<Title>` Tags within all $R_n$ and insert them into a new XML File $x_f$.
3. Initialize NodeList $Lst$ to contain Visited $T_{sub}$ in $x_f$.
4. Initialize ItemSet, a Key Value Pair structure to contain Element $e$ and its support $f_e$.
5. For Each Subtree $T_{sub}$ in $x_f$.
6. Extract `<Description>` Tag $I_{desc}$ from $T_{sub}$.
7. If(Count($Lst$)==0 )
8. Then Add $I_{desc}$ into $Lst$
9. Else For Each element $e_i$ in $Lst$
10. SimilarityScore = Compare($I_{desc}$, $e_i$)
11. If(SimilarityScore >= $T_h$)
12. Then If ItemSet contains $e_i$
13. Then Increment support of $e_i$ by 1 from ItemSet
14. Else Add $e_i$ to ItemSet and increment support of $e_i$ by 2
15. Else Add $e_i$ to ItemSet and increment support of $e_i$ by 1
16. Add $I_{desc}$ into $Lst$
17. Using ItemSet as reference data structure containing Item $e_i$ and its support $f_e$, desired support $C$ and confidence $C$, generate frequent ItemSet $F$.
18. For Each ItemSet $I_F$ in $F$
19. Insert $I_F$ in $x_TAR$
20. Return $x_TAR$
Fig. 1. Operation Flow for Frequent Pattern Miner for XML

The above figure shows the operation flow of Frequent Pattern Miner for XML as given in algorithm procedure.

The algorithm is characterized and works by the following key procedure:

1. First we provide the RSS Feed Links of different newspapers as input documents.
2. We then generate the FinalXML file for links.
3. From FinalXML read all <Title> tags.
4. Read all subtrees in each <Title> tag.
5. In first run add subtree into Itemset of first <title>
6. Read subtree of next <Title> tag.
7. Compare every subtree with all elements of existing Itemset.
8. Set similarity threshold. If this is satisfied by comparison result, then initialize that subtree with same naming convention in existing Itemset.
9. Generate new Itemset for every <Title>.
10. Apply Frequent Pattern Miner to compute frequent Itemset.
11. This generated information is the result to user query as a new XML document.

4. Conclusion

The main goals of the paper are to achieve:

1. Mine all frequent association rules restriction on the structure and the content of the rules;
2. Store mined information in XML format;
3. Use the extracted knowledge to gain information about the original data sets;
4. Update mined TARs when the original XML data sets change.

Table 1. Comparative Analysis of Implemented Approach with existing Document summarization and Information Retrieval Methods

<table>
<thead>
<tr>
<th>Methods</th>
<th>IR Ranking</th>
<th>Use of Dictionary</th>
<th>Type of Input Information</th>
<th>Generates Frequent Patterns</th>
<th>Query Independent</th>
<th>Applicable on Web Pages?</th>
<th>Applicable for Smart phone Devices?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Automatic Document Summarization By Sentence Extraction</td>
<td>Statistical (mu-e)</td>
<td>No</td>
<td>Structured Only</td>
<td>Yes, Generates Summary</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Query Specific Document Summarization (Time Equations)</td>
<td>Statistical (mu-e)</td>
<td>No</td>
<td>Structured Only</td>
<td>Yes, Generates Summary</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>A Language Independent Algorithm for Single and Multiple Document Summarization</td>
<td>Natural Language Processing</td>
<td>Yes</td>
<td>Structured Only</td>
<td>Yes, Generates Summary</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>OCELOT</td>
<td>Natural Language Processing</td>
<td>Yes</td>
<td>Structured and Non Structured Data (XML)</td>
<td>Yes, Generates Summary</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Implemented Approach</td>
<td>Natural Language Processing</td>
<td>Yes</td>
<td>Structured and Non Structured Data (XML)</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Using the concept of TAR in conjunction with Natural Language Processing is very effective. Here since all patterns are matched against each other a detailed comparison is made resulting in an effective frequent pattern matching.
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