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ABSTRACT

Data Mining is taking out of hidden pattern from a huge database. In data mining, machine learning is mainly focused as research which is mechanically learnt to identify complex patterns and make intelligent decisions based on data. These days Lung Tumor is one of the major causes of death in the developing countries. Today, lung tumor is the most frequent indication for thoracic surgery. By classification, general thoracic surgery includes knowledge, methodological skill and judgment to diagnose and treat diseases of the chest. In this paper the data classification is Thoracic Surgery (Lung Cancer) patients' data set which is consists of 470 instances with 14 different attributes is collected retrospectively. Traditionally, more standard Dm algorithms has presented to the society past decades. Among them we cannot access all Dm algorithms. So, in this paper presents, chosen best one algorithm among the Standard Dm algorithms for reduce the search and time complexity.
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1. INTRODUCTION

A vital configuration process in the exertion to offer a valid Medical Decision Support System (MDSS) is to observe, process, and select different structures to represent the information of the acquired results and the distinctive patterns of clients, which may be authorized clients, patients, medical practitioners and students. It is comprehended that different kinds of clients has expanded necessities for representation of the extracted learning. Because of high therapeutic lab requests, serious time imperatives, and the current status of the data base in thoracic surgery [15], it is barely conceivable to predict the exact thoracic severe by means of discovering from the existing patient information and patterns in a complete and auspicious way. Presenting new helpful therapeutic equipment considerably more necessities on the clinics to understand, apply, survey the execution and securely develop the new devices.

Working on MDSS with a capacity to assemble and combine patient information, and predictive learning of the patterns are captured with the data, to give an appraisal of a patient situations, results and conclusions when applying mechanical circulatory medical practitioners and by patients at the end. Therefore it is mandatory to represent more contained structures information.

The data mining is considered as recognizing "good, novel, possibly functional, and ultimately reasonable patterns regards the data". With a challenging end goal to understand these regularities several strategies can be utilized. For example machine learning, statistical analysis, modelling techniques, database technology or human-computer interaction. These data mining strategies begin in the AI (Artificial Intelligence) [19] and the machine learning. Despite the statement that the data mining is somewhat a young discipline (about 25 years old) [10], it is prominent because of great requisitions in telecommunication, marketing and tourism. In recent years, the usefulness of the methods also been proven in medicine. Data mining aims at portraying particular patterns (dependencies, interrelations, various regularities) which may be available in the data. Such knowledge may additionally have enormous value for executed in treatment planning, risk analysis and different forecasts. Prior to the mining procedure, it is essential to gain a sufficient amount of information.

Current health centres not only focuses on doctors, patients and medical staff, but also in different methodologies, including the patient's treatment. In recent years, advanced frameworks and techniques have been aware in healthcare institutions to make possible their operations possible [18]. A tremendous measure of medical records is archived in databases and data warehouses. The more advanced one is therapeutic staff record of patients’ visits and detailed information relating to their health condition. A few frameworks like encouraging patients’ enrollment, units’ accounts and booking of visits. As of latest another type of restorative framework has been risen.
[24], [18]: medicinal choice help supportive network. It starts in the business discrimination and is to help medicinal choices. The information which is saved in such a framework may hold significant learning covered up in medicinal records [10]. The situation depicted above is the explanation behind a nearby joint effort between the researchers and the medicinal staff. It aims at the development of the most suitable strategy for data preparing which might enable discovering nontrivial rules and conditions in data. The test outcomes may enhance the methodology of diagnosing and treatment, in addition to diminish the danger of a restorative mix-up or the time of a finding diagnosis delivery. This can be turned out to be critical, particularly in emergency incidents. These undertaking points at recognizing and assessing the most well-known data mining algorithms executed in present day Medical Decision Support Systems (MDSS’s) [23]. Assessment of different data mining strategies has been now displayed in various exploration papers [8], [27], [17]. However, they concentrate on a small amount of restorative data sets [20], the calculations utilized are not balanced (tried just one parameters’ settings) or the c algorithms compared are not regular in the MDSS's [27].

2. RELATED WORKS

During a make contact in a healthcare entity a physician evaluates a patient’s condition. Symptoms are the basis for a diagnosis. This information might be stored either in a medical unit’s classification or in patient’s files. This data may include nontrivial dependencies, which may revolve out to be expensive. There are many methods and algorithms used to extract data for hidden information using artificial neural networks, decision trees, association rules and Naïve Bayes, support vector machines, cluster, logistic regression to name just a few[]. Studying the text, it turns out to be the most repeated choices for the Medical Decision Support Systems are the decision trees (C4.5 algorithm), Multilayer Perceptron [9] and the Naïve Bayes. These algorithms are very useful in remedy because they can decrease the time spent for processing symptoms and producing diagnoses, making them more particular at the same time. This paper aims at satisfying this gap in the body of awareness.

The authors of Cosic D., Loncaric S., Duch W. Et.al., and Richards G., have worked on remedial rules induction. Cosic D., et al., has presented a study on unsupervised fuzzy clustering algorithms and rule-based systems, which are useful in classification of tomography images. However, in other applications their helpfulness is much lower. In additional, their independence allows for changing one rule does not affect the others. Duch W. Et al., the rule extraction is achieved with the use of a Multilayer Perceptron. The authors have proposed an algorithm C-MLP2LN. It generates supplementary nodes, deletes the connections among them, and optimizes the rules. Such solution leads to simpler and more accurate rules. Richards G., present a study on generation of rules which describe associations among attributes. The experiments are conducted on real medical data and their correctness is verified with the use of statistical procedures and surgeon evaluation. These projects present an examination of real data from St. Thomas’ Hospital in London. It also provides a clarification of all the steps performed from pre-processing, through data mining experiments to the verification of accuracy of the results. Another way to classify instance is with the usage of an artificial neural network.

Comak E.et.al., introduces artificial neural networks with back transmission for classification of heart disease cases. This solution is implemented in a medical system to support the classification of the Doppler signals in cardiology. The prediction yield by the way were more accurate than similar presented in Turkoglu Let.al, West D., et.al, claim that Multilayer Perceptron is one of the most frequently employed neural networks algorithms in modern MDSS’s. They discuss applications of this algorithm to the categorization of different cancers (lung and breast cancers) and other diseases.

A common problem with data sets is they results from their small cardinality. Studies relating ways to overcome this problem in case of medical data has been offered in [4]. The author Duch et.al, make use of an artificial neural network. The experiment has revealed the poor performance of the method which has yielded low-accuracy models, and the most popular include the probability distributions, estimated values, 15 variances and one or two sided intervals. The problem of statistical estimation of the algorithm’s performance is repeatedly brought up in professional literature. The authors of Choi, Y.S., Shim, Y.M., Kim, [6] discuss the difficulties that accompany proportional classification studies. They put effort to find a solution on how to choose the best machine learning method to reduce the bias while classifying unusual types of cancer.

The arithmetic comparisons of various classifiers of particular data are conducted. The authors of M. A. Meziane, and E. A. Zerhouni et al. [18] decided to use k-fold cross-validation [18] and repeated random sampling. The author Mitchell in [22] claims that it is important to consider assurance intervals, specially while comparing small data sets like for example microarray or other biological data. It is difficult to objectively evaluate the results obtained in different studies. This results from various pre-processing techniques, sampling strategies or learning methods that are applied earlier to the actual analyses. This can make a judgment difficult. Finally, yet importantly, insufficient testing strategy also leads to false conclusions about selected method [20]. These projects evaluate data mining algorithms under the same conditions on the same databases. This is to enable
association of the algorithms. For assessing learning method’s performance, various strategies are selected [6] leave-one out cross-validation (LOOCV), k-fold cross-validation [21], recurring random sub sampling (repeated hold-out method) and bootstrapping [22].

3. CLASSIFICATION TECHNIQUES

A major focus of machine learning research is automatically learning to recognize complex patterns and make intellectual decisions based on records. Hence, machine learning is strictly related to fields such as statistics, probability theory, data mining, pattern recognition, artificial intellect, adaptive organization, and abstract computer science.

3.1 Naive Bayesian Classifier

A Naive Bayesian classifier is a simple probabilistic classifier based on applying Bayesian theorem (from Bayesian statistics) with strong (naive) self-determination assumptions. By using the Bayesian theorem if can written

\[ p(C|F_1 \ldots F_n) = \frac{p(C) p(F_1 \ldots F_n|C)}{p(F_1 \ldots F_n)} \]

Advantages

- It is fast, highly scalable model building and scoring
- Balance linearly with the number of predictors as well as rows
- The build procedure for Naive Bayes is parallelized
- Uses evidence from several attributes, the Naive Bayes can be used for both binary and multiclass classification efforts.

3.2 PART (Partial Decision Trees) Classifier

PART is a rule based algorithm and produces a set of if-then rules that can be used to classify data. It is a modification of C4.5 and RIPPER algorithms and draws strategy from both. PART adopts the divide-and-conquer strategy of RIPPER and combines it with the decision tree approach of C4.5.

PART generates a set of rules according to the divide-and-conquer strategy, removes all instances from the training collection that are covered by this rule and takings recursively until no instance remains.

To generate a single rule, PART builds a partial decision tree for the current set of instances and chooses the leaf with the largest reporting as the new rule. It is different from C4.5 because the trees built for each rule are one-sided, based on the remaining set of examples and not complete as in the case of C4.5.

Advantages

- Check for bottom cases
- For each attribute ‘c’ finds the normalized in sequence gain from splitting on ‘c’
- Let c_best be the attribute with the maximum normalized information gain
- Generate a decision node that splits on a c_best
- Alternative on the sub lists obtained by splitting on c_best, and add those nodes as children of the node

Advantages

- Gains the balanced flexibility and correctness
- Limits the number of achievable decision points
- Provides higher accuracy

3.4 OneR (One Rule) Classifier

"One Rule” known as OneR is a simple, yet accurate classification algorithm that generates one rule for each analyst in the data, and then selects the rule with the smallest total error as its "one rule". To create a rule for a predictor, the researchers construct a frequency table for each predictor next to the target. It has been shown that OneR produces rules only a little less accuracy than the state-of-the-art classification algorithms while producing rules that are simple for humans to understand.

The algorithm

For each value of that interpreter, make a rule as follows

- Count how repeatedly each value of the target (class) appears
- Find the most frequent class
• Calculate the total error of the rules for each predictor
• Choose the predictor with the smallest total error.

3.5 Random Forest Tree Classifier

A random forest [14] consisting of a collected works of tree structured classifiers (h(x, _k), k = 1), Where the _k are independent identically distributed random vectors and each tree casts a unit vote for the most popular class at input x.

The algorithm

• Choose T number of trees to produce
• Choose m number of variables used to split each node. m<<M, where M is the number of input variables, m is holed constant while growing the forest
• Construct a bootstrap sample of size n sampled from Sn with the replacement and grow a tree from this bootstrap sample
• When growing a tree at each node select m variables at random and use them to find the best split
• Grow the tree to a maximal amount and there is no pruning

3.6 DecisionStump Classifier

A decision stump is a machine learning model with one level decision tree also called as 1-rules. It includes one root node that is associated to the terminal nodes. A decision stump makes a prediction based on the value of a single input feature. This is a small decision tree with a single split. This decision stump works on both numerical and nominal attributes. In nominal features, it could have a stump with two leaves that corresponds to some exacting category, and remaining leaf trends to all the other categories. In the case of binary features two schemas are identical and missing value is taken as another category. In continuous description, some threshold value is selected, and the stump contains two leaves for values below and above the threshold value. However, multiple thresholds are selected rarely; therefore the stump contains three or more levels.

WEKA Tool

Weka (Waikato Environment for Knowledge Analysis) is a collected works of machine learning algorithms for data mining tasks. Weka contains tools for data pre-processing, classification, regression, clustering, association rules, and visualization. It is also compatible for developing new machine learning schemes.

Weka Data Format (ARFF)

An ARFF (Attribute-Relation File Format) file is an ASCII text file that describes a list of instance sharing a set of attributes. ARFF files were developed by the Machine Learning Project at the Department of Computer Science of The University of Waikato to be used with the Weka machine learning software. This document describes the version of ARFF used with Weka versions 3.2 to 3.3; this is an extension of the ARFF format as described in the data mining book written by Ian H. Witten and Eibe Frank (the new additions are string attributes, date, attributes).

4. DATA SET DESCRIPTION

The data were collected retrospectively at the Wroclaw Thoracic Surgery Centre for patients who have undergone major lung resections for primary lung cancer in the years 2007 to 2011. Thoracic Surgery (Lung Cancer) patients’ data set is developed by collecting data from the hospital repository consists of 470 instances with 14 different attributes. The Centre is associated with the Department of Thoracic Surgery of the Medical University of Wroclaw and Lower-Silesian Centre for Pulmonary Diseases, Poland, while the research database constitutes a part of the National Lung Cancer Registry, administered by the Institute of Tuberculosis and Pulmonary Diseases in Warsaw, Poland.

Table 4.1 Attribute details in the dataset

<table>
<thead>
<tr>
<th>Attributes Name</th>
<th>Type</th>
<th>Attribute description</th>
</tr>
</thead>
<tbody>
<tr>
<td>PRE4</td>
<td>Numeric</td>
<td>Forced vital capacity - FVC (numeric)</td>
</tr>
<tr>
<td>PRE5</td>
<td>True, False</td>
<td>A volume that has been exhaled at the end of the first second of forced expiration - FEV1 (numeric)</td>
</tr>
<tr>
<td>PRE6</td>
<td>PRZ2, PRZ1, PRZ0</td>
<td>Performance status - Zubrod scale</td>
</tr>
<tr>
<td>PRE7</td>
<td>True, False</td>
<td>Pain before surgery</td>
</tr>
<tr>
<td>PRE8</td>
<td>True, False</td>
<td>Haemoptysis before surgery</td>
</tr>
<tr>
<td>PRE9</td>
<td>True, False</td>
<td>Dyspnoca before surgery</td>
</tr>
<tr>
<td>PRE10</td>
<td>True, False</td>
<td>Cough, before surgery</td>
</tr>
<tr>
<td>PRE11</td>
<td>True, False</td>
<td>Weakness before surgery</td>
</tr>
<tr>
<td>PRE14</td>
<td>OC11, OC14,</td>
<td>T in clinical TNM - size of the original tumor, from</td>
</tr>
</tbody>
</table>
5. EXPERIMENTAL RESULTS

5.1 Data Preparation

The variables are already categorized and represented by numbers. The manner in which the collision occurred has been categorized as three.

5.1.1 Based on Diagnosis

Diagnosis is the detailed combination of ICD-10 codes for primary and secondary as well as multiple tumor if some (DGN3, DGN2, DGN4, DGN6, DGN5, DGN8, DGN1)

Table 5.1 & Fig5.1 shows the evaluation results for the above six methods reveals that the performance using the researchers proposed prediction to improve the overall performance of all the six classification methods, and the noticeable improvement is that logistic regression produces a very significant change in its performance represents 100 and 95.65 which outperforms the other classification methods. The feature ranking techniques are based on three different subsets of attributes such as Diagnosis, Performance and Tumor size. The remaining 14 attributes subset consists of performance of the tumor patients' details. From the results obtained it is observed that the attribute with the six different classifier algorithms have the Random Forest classifier is the best algorithm and higher accuracy than the other set of algorithms. So hereby it is concluded that the three main attributes with six algorithms, the random forest is the future processing instead of using the other attributes.

5.1.2 Based on Performance

Performance status - Zubrod scale (PRZ2, PRZ1, and PRZ0). There are different ways of assessing general health. The World Health Organization designed the scale that doctors use most often. It has categories from 0 to 5.

- 0 – you are fully active and more or less as you were before your illness
- 1 – you cannot carry out heavy physical work, but can do anything else
- 2 – you are up and about more than half of the day and can look after yourself, but are not well enough to work
- 3 – you are in bed or sitting in a chair for more than half of the day and you need some help in looking after yourself
- 4 – you are in bed or a chair all the time and need a lot of looking after yourself
- 5 – death

5.1.3 Based on Size of the tumor

T in clinical TNM - size of the original tumor, from OC11 (smallest) to OC14 (largest) (OC11, OC14, OC12, OC13)

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Correctly Classified Instances</th>
<th>Testing Percentage split 70%</th>
<th>Testing Percentage split 80%</th>
<th>Testing Percentage split 90%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve Bayes</td>
<td>82.34</td>
<td>82.26</td>
<td>80.85</td>
<td>76.59</td>
</tr>
<tr>
<td>PART</td>
<td>91.91</td>
<td>76.59</td>
<td>71.27</td>
<td>72.34</td>
</tr>
<tr>
<td>J48</td>
<td>85.10</td>
<td>83.68</td>
<td>81.91</td>
<td>76.59</td>
</tr>
</tbody>
</table>
To aid clinicians in the diagnosis of lung cancer, recent researchers have looked into the development of computer-aided diagnostic tools. Different data mining techniques have been widely used for lung cancer analysis. This paper focuses on the patient improvements based on their diagnosis in the thoracic surgery Lung cancer patient’s dataset. The result reveals the accuracy of their testing methods based on their percentage. The evaluation results show that the four accuracy testing methods reveal that the performance using currently classified instance, drastically improves the overall performance of all the six classification methods. And the noticeable improvement is that Random forest produces (95.65) a very significant impact on the classification method. Here, it is concluded that the proposed approach given has the best classification accuracy compare to the then remaining approaches.

Table 5.2 Accuracy, Precision, Recall, F measure for existing algorithm

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Naive Bayes</th>
<th>PART</th>
<th>J48</th>
<th>OneR</th>
<th>Random Forest</th>
<th>DecisionStump</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>82.34</td>
<td>91.91</td>
<td>85.1</td>
<td>85.31</td>
<td>95.65</td>
<td>85.1</td>
</tr>
<tr>
<td>Precision</td>
<td>0.763</td>
<td>0.718</td>
<td>0.711</td>
<td>0.771</td>
<td>0.81</td>
<td>0.712</td>
</tr>
<tr>
<td>Recall</td>
<td>0.823</td>
<td>0.766</td>
<td>0.837</td>
<td>0.83</td>
<td>0.855</td>
<td>0.844</td>
</tr>
<tr>
<td>F-Measure</td>
<td>0.782</td>
<td>0.74</td>
<td>0.769</td>
<td>0.787</td>
<td>0.813</td>
<td>0.773</td>
</tr>
</tbody>
</table>
5.2 K-Fold Cross-validation

In data mining, in order to minimize the bias associated with the random sampling of the training and holdout (testing) data samples in comparing the predictive accuracy of two or more methods, researchers tend to use k-fold cross-validation (Kohavi, 1995). In k-fold cross-validation, also called rotation estimation, the complete dataset (D) is randomly split into k mutually exclusive subsets (the folds: 1 2... DD Dk) of approximately equal size [26] [27]. The classification model is trained and tested k times. Each time (t k ∈ {1, 2,..., }), it is trained with all but one fold (Dt) and tested on the remaining single fold (Dt). The cross-validation estimate of the overall performance criteria is calculated as simply as the average of the k individual performance measured as follows,
\[ CV = \frac{1}{k} \sum_{i=1}^{k} PM_i \]

Where CV stands for the cross-validation, k is the number of folds used, and PM is the performance measure for each fold (Olson & Delen, 2008). In this study, a stratified 10-fold cross-validation approach was used to estimate the performance of classifiers. Empirical studies have shown that 10 is the optimal number of folds that optimizes the time it takes to complete the test while minimizing the bias and variance associated with the validation process. In 10-fold cross-validation, the entire dataset is divided into 10 mutually exclusive subsets (or folds) with approximately the same class distribution as the original dataset (stratified). Each fold is used once to test the performance of the classifier that is generated from the combined data of the remaining nine folds, leading to 10 independent performance estimates.

**CONCLUSION**

The aim of this paper is to detect the causes of Lung Tumor. The dataset for the study contains Thoracic Surgery and it has totally 17 attributes of the year 2013 produced by the Department of Thoracic Surgery of the Medical University of Wroclaw and Lower-Silesian Centre for Pulmonary Diseases, Poland and investigates the performance of Naive Bayes, J48, PART, OneR, DecisionStump and Random Forest classifiers for predicting classification accuracy. The classification accuracy of the test result reveals the following three cases such as Diagnosis, Performance and Tumor size. When using the Naive Bayes algorithm, it shows the correctly classified percentage values for all varieties. J48 gives more accuracy than a Naive Bayes classification algorithm. One rule induction gives results based upon any one of the varieties (attribute) and determines the best splitting terms of minimizing the training error. The rule induction generates only correct rules based on the accuracy. The Decision Stump gives the overall view (values and classes). Random Forest algorithm shows the different models and each model gives different results. Random Forest outperforms the other classification algorithms instead of selecting all the attributes for classification. In this analysis, it has been found that the Random Forest is the best in the thoracic surgery for predicting the algorithms.

**Future Enhancement**

The project reported in this paper opens new avenues for medical decision making. The primary decision-making and confirmation algorithms when combined together generate decisions of high accuracy. The diagnosis by the Random Forest algorithms has perfect accuracy for the clinical data reported in the paper. Additional developments of the algorithms and large-scale testing will be the ultimate proof of diagnostic accuracy for lung cancer and other diseases. The number of features necessary for high-accuracy autonomous diagnosis is smaller than in the original data set. This reduced number of features would lower the testing costs.
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